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Abstract

High-precision isotope ratio mass spectrometry (IRMS) systems are equipped with digitizers that deliver effective maximum
digitization depths of 16 to 24 bits; however, there are no analyses of the proper board depth required to retain high precision in
continuous-flow techniques. We report an experimental and theoretical evaluation of quantization error in continuous-flow IRMS
(CF-IRMS). CO2 samples (100 pmol–30 nmol) were injected into a gas chromatography combustion IRMS system (GC–CIRMS).
The analog signal was digitized by high precision, 24-bit ADC boards at 10 Hz, and was post-processed to simulate 12, 14, and
16-bit data sets.δ13Cpdb values were calculated for all data sets by the conventional “summation” method or by curve-fitting the
chromatographic peaks to the exponentially modified Gaussian (EMG) function. Benchmarks of S.D.(δ13Cpdb) = 0.3, 0.6, and
1.0‰ were considered to assess precision. In the presence of significant quantization noise, curve-fitting required several-fold
less CO2 than the summation method to reach a given benchmark. We derived an equation to describe the theoretical limitations
of precision for the summation method as a function of CO2 admitted to the source and the step size of the boards. Theory was
in close agreement with the observed lower limit of precision for the simulated 16-bit data set. Curve-fitting achieved a precision
of S.D.<0.3‰ for injections 20-fold smaller than summation for CO2 samples collected on an IRMS with 16-bit resolution. By
mitigating the impact of quantization noise, curve-fitting expands the dynamic range within a single run to include lower analyte
levels, and effectively reduces the need for high pumping capacities and high precision ADC boards.
© 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Isotope ratio mass spectrometry (IRMS) coupled to
a gas chromatography–combustion interface (GC–C)
can routinely measure relative differences in13C/12C
isotope ratios to a precision of few parts per mil-
lion for samples containing 10 ng of sample or less
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[1,2]. GC–CIRMS data consists of three concurrent
chromatographic traces (44CO2, 45CO2, 46CO2) from
three detectors operated in parallel. Achieving high
precision requires careful and consistent definition of
background levels and peak integration for all three
traces. Most commonly, peak areas are integrated by
the “summation” method. The start and end of a peak
are detected, and the background is described as a
square or trapezoidal area beneath the peak. Raw data
are summed over the length of the peak, and the back-
ground area is subtracted. Ricci et al.[3] described two
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general methods for determining the background us-
ing summation; the “individual summation” method,
in which the background is defined by connecting low
points on either side of the peak, and the “dynamic
summation” method, in which low points are con-
nected throughout the chromatogram regardless of the
location of peaks.

All IRMS instruments use digitizers to convert ana-
log signal from Faraday cups to digital data, which
must be processed to yield isotope ratios. The preci-
sion of a digitizer is expressed in terms of bits, where
anN-bit board has 2N steps over a given range. As an
example, a 16-bit board has∼65 000 steps; if the board
has a range of 0–10 V, then the step size of the board
is ∼0.15 mV. The rounding of a continuous signal to
discrete steps introduces noise, which is referred to as
quantization error or “bit noise”. This effect is shown
graphically inFig. 1, where simulated Gaussian peaks
of 24, 16, 14, and 12-bit resolution are presented. At
high resolution (24 bits), no quantization noise is no-
ticeable, and the peak appears as a smooth trace. As
the resolution decreases, steps become obvious, and
the shape of the peak deteriorates. The quality of data
reduction in continuous-flow IRMS must depend at
least in part on the digitizer depth because the inten-
sity level established for peak start and stop depends
on this parameter. As depth decreases, the intensity of

Fig. 1. A simulation of a Gaussian signal collected by ADCs of various resolutions (24, 16, 14, and 12 bits) and quantization errors. At
24-bit resolution, quantization error is not visible, and the peak appears as a smooth trace. At 16 bits, bit noise is evident primarily at the
base of the peak. At 12-bit resolution, the signal is barely recognizable as a Gaussian shape.

the background is, in general, less well represented by
the intensity levels of the peak’s start and stop points.
There are no analyses available that establish the re-
lationship between isotope ratio precision and digiti-
zation depth.

The effect of digitization depth on precision and
accuracy is inextricably linked to data reduction al-
gorithms. The reproducibility of the summation back-
ground correction depends in part on the two points
that anchor the background line under the peak; im-
precision in the measurement of either point multiplies
through the entire length of the background segment
connecting the points. In the presence of a simple lin-
ear background, a background line is easily drawn be-
tween any two points on either side of the peak, as
shown inFig. 2a. Chemical noise due to column bleed
or contaminant peaks may cause inaccuracy in defin-
ing the background, but such noise is usually corre-
lated in all three traces. This covariance may mitigate
the effects of chemical noise on the calculated iso-
tope ratio. However, in the case of quantization er-
ror, as shown inFig. 2b, the magnitude and direction
of error is uncorrelated among the three traces, and
this then poses a special case. Our previous work has
shown that peak integration by curve-fitting improves
precision and accuracy in cases of low signal-to-noise
[4] and overlapping peaks[5]. Background correction
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Fig. 2. Simulated chromatographic peaks in the presence of a linearly rising background (a) without and (b) with quantization error. In
the presence of quantization error, the true background may fall anywhere within the arrows. Without quantization error background is
easily and accurately achieved by connecting points on either side of the peak.

in curve-fitting is not constrained to the actual values
represented by the discrete digitization levels, and we
hypothesized that it may not be as sensitive to quan-
tization error as summation.

Quantization error is typically not dominant in
GC–CIRMS when high precision IRMS data acquisi-
tion systems use sufficiently deep digitization boards
and signals are sufficiently strong. Noise from other
sources, such as chemical noise, is greater than the
step size of the digitizers. However, quantization error
may become important in two specific situations: (a)
in data reduction of minor peaks in a chromatogram
where there are fewer steps between baseline and peak
top, and (b) when low precision digitizers are used,
as is common in low cost IRMS instruments designed
primarily for measurements of high abundance sam-
ples, such as CO2 in breath tests. In addition, these
systems usually have lower pumping capacity, which
limits the flow rate that the IRMS source accepts.
The lower inlet flow rates result in smaller signals for
equivalent analyte abundance via higher split ratios,
making quantization error more prominent. In this re-
port, we evaluate quantization error theoretically and
experimentally to determine the limiting the precision
achieved by the conventional summation algorithm
and by curve-fitting.

2. Experimental

2.1. Instrumentation

A Varian 3400 GC system was coupled via a com-
bustion furnace to one of two gas IRMS instruments:

(a) a FinniganMAT 252 (FMAT252) run in high linear-
ity mode, or (b) an Analytical Precision Products 2003
(APP2003). Both IRMS systems were operated with a
source pressure of 1× 10−6 Torr and had an absolute
sensitivity of ∼5000 mol/ion (1 Torr= 133.322 Pa).
The GC–C system is described in detail elsewhere
[6]. Briefly, the effluent from the capillary column
(60 m×0.32 mm, 0.25�m, BPX70; SGE, Austin, TX,
USA) is directed to a combustion furnace filled with
CuO and held at 850◦C, and dried in a Nafion water
trap before admittance to the IRMS system through
an open split. Since CO2 gas was injected as a sam-
ple, the combustion step was not necessary, but was
retained in the system to increase the verisimilitude to
real GC–CIRMS operating conditions. The FMAT252
has differential pumping and a higher overall pumping
capacity, while the APP2003 has only a single turbop-
ump. As a result, the FMAT252 can tolerate higher
inlet flow rates. The open split of the FMAT 252 ac-
cepted 0.2 ml/min (split ratio= 8.4:1), and the open
split of the APP2003 accepted 0.07 ml/min (split ratio
= 24:1).

CO2 (Airgas East, 99.9%) injections were per-
formed by hand consecutively. The split ratio and the
injection size were varied to yield between 100 pmol
and 30 nmol on column. Four or five replicates were
performed for each injection size. The moles of CO2
in each injection were approximated by assuming
ideal gas conditions.

Data was collected on the FMAT 252 using SAXI-
CAB [7], a laboratory-built LabVIEW-based[8]
data acquisition system employing National Instru-
ments (Austin, TX, USA) 435× digitizers yielding
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24 bits operating at 10 Hz. Data were collected on
the APP2003 using the vendor-supplied 16-bit, 10 Hz
data acquisition system. Both systems simultaneously
monitored them/z = 44, 45, and 46 cups with >99%
duty cycle.

2.2. Data processing

Before data reduction, data collected from the
FMAT 252 at 24 bits was rounded on all three traces
to simulate 16-, 14-, and 12-bit data sets. The head
amplifiers have a maximum signal of 10 V (33 nA for
m/z = 44), so the step size,∆, for a given board
depth was calculated as:

∆ = 10 V

2bits
(1)

We created simulated data sets by rounding data points
to the nearest step:

data(quantized) = round

[
data(raw)

∆

]
∆ (2)

where, theround function rounds the input to the near-
est whole number.

The 16-bit data from the APP2003 was used with-
out modification. All data sets were processed using
SAXICAB by either the individual summation method
or by curve-fitting. The individual summation method
used by SAXICAB was adapted from Ricci et al.
[3]. Starts and stops of peaks were determined with a
slope sensitivity of 0.3 nA/s. The lowest point 2 s be-
fore and 2 s after the peak limits were located, and
a straight line was drawn between the two points to
define the background. In the curve-fitting algorithm,
the traces were fit to exponentially modified Gaussian
(EMG) functions using the Levenberg–Marquardt al-
gorithm. Mathematical details of the EMG function
can be found elsewhere[9].

High-precision isotope ratios are expressed in the
delta (‰) notation:

δ13Cpdb =
13Rspl − 13Rpdb

13Rpdb
× 1000 (3)

where13Rx is the ratio of13C to12C, SPL refers to the
sample, and PDB refers to the international standard,
PeeDee Belemnite, where13Rpdb = 0.0112372. In our
work,δ13C of the CO2 injections were calculated using
pulses of standard CO2 gas that had been indirectly

calibrated to the PDB reference. The contribution of
17O to the 45CO2 signal was taken into account by
the method of Santrock et al.[10]. No outliers were
excluded from the reported data.

3. Results and discussion

3.1. Observed effects of quantization error

Fifteen CO2 injection amounts were used to pro-
duce peak areas on the FMAT 252 that varied over
2.5 orders of magnitude. The peaks showed excellent
symmetry and narrow peak widths, with a full width
at half maximum of<3 s. The mean reproducibility
of the area for each injection size, as measured by the
area of them/z = 44 signal, was R.S.D. = 13%.
Plots ofδ13Cpdb versus injection size, shown inFig. 3,
are displayed for both the curve-fitting (a) and indi-
vidual summation (b) methods. The plots are similar
in appearance to those presented by others[11] inves-
tigating the performance of GC–CIRMS at low signal
levels.

In agreement with our previous work[4], we ob-
serve modest improvement of precision at low signal
levels using the curve-fitting method. Using the sum-
mation method, precision deteriorates (S.D. > 1.0‰)
for injection sizes less than 400 pmol on column
(∼50 pmol to the IRMS). Curve-fitting improves
this limit to 175 pmol on column (∼20 pmol to the
IRMS). The integration methods performed com-
parably and acceptably at large injection sizes. For
on-column injections of at least 6.8 nmol (∼800 pmol
to the IRMS), the individual summation method had a
precision of S.D.(δ13Cpdb) = 0.1‰. The curve-fitting
method gave slightly worse precision for large injec-
tions, S.D.(δ13Cpdb) = 0.2‰. It is not obvious why
the summation method out-performs the curve-fitting
method for very large sample sizes. One possibility is
that the precision of the curve-fitting method is lim-
ited by differences between the shape of the model
EMG function and the shape of real, chromatographic
peaks. In this case, increasing the injection size past a
certain point would not improve the fit, even though
S/N is increasing. Using a different function to de-
scribe the peaks may further improve results.

To assess the tolerance of the two integration meth-
ods to quantization noise, we evaluated simulated
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Fig. 3. δ13Cpdb vs. CO2 injected on column for (a) curve-fitting and (b) individual summation algorithms. Data was collected using a
homebuilt system at 24 bits from FMAT252.

12, 14, and 16-bit raw data sets generated from the
raw 24-bit FMAT252 data, and processed both by
curve-fitting and summation. The accuracy of succes-
sive injections was very good, even in the presence
of bit noise. For each method, the meanδ13C for any
two injection sizes did not differ significantly. Plots
of S.D.(δ13Cpdb) versus CO2 injected on column at all
bit resolutions are shown inFig. 4. Each plot appears
to extend asymptotically along thex- andy-axes, and
we can evaluate the dependence of precision on quan-
tization error visually; poor performance is indicated
by the asymptotic plot moving up and away from the
axes. At 24-bit resolution, plots of the summation
and curve-fitting methods nearly overlap, except at
very small injection amounts, indicating that perfor-
mance is similar. With increasing quantization error,
the minimum amount of CO2 necessary to reach
a given level of precision increases rapidly for the
summation method. Curve-fitting is more forgiving;
precision from 14- and 16-bit data is comparable to

the 24-bit data. The plot for 12-bit resolution shows
some loss of precision, but does not fare as badly as
the summation method.

To evaluate the methods objectively, we defined
S.D.(δ13Cpdb) = 0.3, 0.6 and 1.0‰ as benchmarks for
high precision. The data were least-squares fitted to a
power function, of the form:

S.D. = A[CO2]B (4)

where [CO2] is the moles of CO2 injected on col-
umn, S.D. is the observed precision, andA and B
are constants. The power function was chosen for
empirical reasons, because it modeled the observed
data acceptably, and the fitted curves can then be
compared. The best-fit lines for both the summation
(dashed) and curve-fitting (solid) methods are shown
in Fig. 4. From the best-fit equations, we calculated
the amount of CO2 injected on-column necessary to
achieve the 0.3, 0.6, and 1.0‰ benchmarks (Fig. 5).
With least quantization error (24-bit resolution), the
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Fig. 4. S.D.(δ13Cpdb) vs. CO2 injected on column at 12-, 14-, 16-, and 24-bit resolutions, calculated by summation (�) or curve-fitting
(�) algorithms. Each point represents four or five replicates. The data for each method and each resolution was fit to a power equation
(general form: S.D. =A[CO2]B, and the best-fit lines are drawn for both methods (solid line: summation; dashed line: curve-fitting).

Fig. 5. Carbon required on-column, in nanomoles, to reach a specified level of precision for a given ADC board resolution. Results are
shown for data reduced by curve-fitting and summation algorithms.
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summation method requires slightly less CO2 than
the curve-fitting method at the 0.3‰ benchmark
(1.86 nmol versus 3.19 nmol). At 16-bit resolution, the
summation method requires 6.83 nmol, an increase of
267%, compared to a 25% increase for curve-fitting
over the same interval. To reach the 0.6‰ bench-
mark at 16 bits, summation requires an increase of
224% (from 0.77 to 2.50 nmol), compared to 33%
for curve-fitting. At 12-bit resolution, the amount of
CO2 on column necessary to achieve S.D. = 0.6‰
by summation is 107 nmol, which far exceeds the ca-
pacity of the GC column. Curve-fitting requires only
6 nmol to reach S.D. = 0.6‰ at 12-bit resolution. As
was discussed previously, curve-fitting is superior to
summation at the 1.0‰ benchmark, even in the ab-
sence of quantization noise. At 24 bits, curve-fitting
requires 80 pmol to achieve S.D. = 1.0‰, five-fold
less than summation; a similar level of improvement
in precision is seen at 14- and 16-bit resolution.

To summarize, in the absence of quantization noise,
similar amounts of CO2 are necessary to achieve pre-
cision of 0.3–0.6‰ for both integration methods. The
summation method requires a dramatic increase in the
injection size to maintain this level of precision in the
presence of quantization noise, while the curve-fitting
method is relatively unaffected. At a lower standard
of precision (S.D. = 1.0‰), curve-fitting is superior
regardless of the magnitude of quantization error.

3.2. Theoretical limits of quantization error
on precision

In IRMS, the signal is recorded as a voltage pro-
portional to the ion current, and can be reported in
amperes or in volts. If the signal is reported in volts,
the area of them/z = 44 signal,A44, is related to the
moles of44CO2 that enters the IRMS, [44CO2], by the
equation:

A44 = [44CO2]
Nae

E
R� (5)

whereNa is Avogadro’s number,e is the fundamental
charge,E is the absolute sensitivity of the IRMS in
molecules/ion, andR� is the feedback resistance of
the amplifier.

In the summation method, the background is defined
by drawing a line between two background points,
(t1, y1) and (t2, y2); the background area,A, is the

trapezoidal region between this line and the time axis.
We can calculate this area by the equation:

A(background) = 1
2W(y1 + y2),

whereW = t2 − t1 (6)

Quantization noise is uniformly distributed over an
interval and the error for a single measurement is:

σy = ∆√
12

(7)

where ∆ is the minimum step size of the acquisi-
tion boards. A full derivation of this can be found in
Haykin’s text on digital communication[12]. Assum-
ing that quantization error aty1 andy2 is uncorrelated,
we can use standard techniques for propagation of er-
rors to determine the total quantization error in mea-
suring the background area,σA:

σA = W∆

2
√

6
(8)

It has been noted that evaluating the effect of chem-
ical noise on precision of isotope ratios is difficult,
because this noise is usually highly correlated be-
tween the major and minor traces[11]. Unlike chem-
ical noise, quantization noise on each trace should be
uncorrelated. This greatly simplifies calculation of the
propagation of errors for the relation of the observed
isotope ratio,45Robs, to the actual isotope ratio,45Ract:

45Robs = A45 ± σ45

A44 ± σ44
= 45Ract ± σobs (9)

where

σobs = 45Ract

√(
σ45

A45

)2

+
(

σ44

A44

)2

(10)

The standard error can be rearranged and expressed
in terms of parts per thousand:

σppt = 1000× σobs
45Ract

= 1000×
√(

σ45

A45

)2

+
(

σ44

A44

)2

(11)

At natural abundance,A45 ∼ 0.011A44. Assuming
the feedback resistance is 100× larger for the 45 cup
than for the 44 cup,∆45 = 0.01∆44. Combining this
andEqs. (5), (8) and (11), we arrive at:

σppt = 276W∆44E

[44CO2]NaeR�

(12)
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Fig. 6. S.D.(δ13Cpdb) vs. CO2 injected on column for simulated 16-bit data. The line indicates the theoretical limit of precision as a
function of injection size, as calculated fromEq. (12).

At natural abundance, a standard deviation ofσppt =
1.0 is approximately equivalent to S.D.(δ13Cpdb)
= 1.0‰. We usedEq. (12)to predict the standard de-
viation as a function of injection size at 16-bit resolu-
tion, compensating for an open split ratio of 8.4:1. The
integration window,W, was assumed to be constant
at 10 s,E = 5000, andR� = 3×108 �. A plot of the
calculated limits compared to the observed precision
at 16 bits is shown inFig. 6. There is good agreement
between theory and experiment. The calculated preci-
sion is within a factor of five of the observed precision
for all injection sizes. More striking, the calculated
precision is a “lower limit”, as nearly all the measured
precisions lie above the theoretical prediction. The
biggest discrepancies occur for large injection sizes,
where the effect of quantization error is minimized,
and other sources of error (e.g. contaminants) may
dominate.

Eq. (12)can also be used to demonstrate that quan-
tization error should be negligible for signals acquired
with 24-bit digitizers. Eq. (12) predicts that only
0.6 pmol of CO2 to the IRMS should be necessary
to achieve a precision of 0.5‰ if quantization error
is the only limiting factor. However, counting statis-
tics dictate that a minimum number of ions must be
formed to achieve a specified precision to overcome
the shot-noise limit. Merritt and Hayes[11] give this
equation as:

σ2
δ = (2 × 106)(1 + R)2

EmNaR
(13)

whereσ� is the shot noise limited standard deviation,
R is the natural abundance isotope ratio,E is the ion-
ization efficiency,m is the moles of CO2, andNa is
Avogadro’s number. SubstitutingE = 5000 andR =
0.011, we find that 6 pmol of analyte is required to
achieve S.D. < 0.5‰. Therefore, when high precision
24-bit boards are used, the effect of quantization error
is superseded by shot noise.

Our theoretical treatment gives insight into why
curve-fitting is less sensitive to quantization error than
summation. In the summation methods we have dis-
cussed, imprecision in a single data point chosen as the
background is multiplied throughout the background
correction; for a peak width ofN data points, the to-
tal quantization error scales asN. In contrast, the al-
gorithms used in curve-fitting minimize the sum of
squares between the fit curve andevery data point. In
curve-fitting, the quantization noise for each individ-
ual point is averaged over the entire curve; forN data
points, the total quantization error scales asN1/2. For
a peak width of 10 s and a sampling rate of 10 Hz,
this translates into a 10-fold reduction of quantization
error.

The theoretical treatment we describe is appropri-
ate for understanding the effects of quantization er-
ror on summation integration methods that choose
single points on either side of the peak to define a
background. It does not examine the limits of other
classes of data reduction methods. An obvious im-
provement to the summation integration method would
be to averagen points on either side of the peak,
which would increase the effective number of bits of
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Fig. 7. δ13Cpdb vs. CO2 injected on column for (a) individual summation and (b) curve-fitting algorithms. Data was collected at 16 bits
and 10 Hz on the APP2003.

the background measurement byn1/2. While this ap-
proach could work well for isothermal runs with con-
stant background, it is much less suitable for complex
GC–CIRMS chromatograms, where it is not obvious
which points should be averaged; that is, which points
represent pure background and do not contain chemi-
cal noise or the tail ends of peaks. Ricci et al., observed
that the averaging method gives slightly higher back-
ground values then other corrections[3]. They also re-
ported that the dynamic background correction (which
uses single points) yielded improvedδ-values over the
averaging method. Thus, a method may be insensitive
to quantization error, but may still give worse results
due to other variables.

3.3. Improving precision on a 16-bit IRMS

To test the effectiveness of curve-fitting on
GC–CIRMS data acquired by low precision digitiz-

Fig. 8. S.D.(δ13Cpdb) vs. CO2 injected on column for runs on APP2003 with 16-bit boards. The dashed line indicates the theoretical limit
of quantization error on precision as a function of injection size, as calculated fromEq. (12).

ers, we ran multiple CO2 injections on an APP2003
using 16-bit digitizers, and otherwise in similar
fashion to the work on the FMAT252. A plot of
δ13Cpdb versus injection size is shown for summation
(Fig. 7a) and curve-fitting (Fig. 7b). Fig. 8 shows a
plot of S.D.(δ13Cpdb) as a function of injection size
for both integration methods. The theoretical limit
on the summation method, calculated fromEq. (12),
is shown in the same figure as a dashed line. The
observed precision for the summation method agrees
well with theoretical predictions; most of the data
points lie just above the lower limit curve. Almost
15 nmol of CO2 on column are necessary to achieve
a precision of<0.3% using the summation method.
Using curve-fitting, only 0.76 nmol are necessary to
reach that level of precision, a 20-fold improvement.
This is greater than the two-fold advantage seen by
curve-fitting the 16-bit data from the FMAT 252.
One possible explanation is that the APP2003 data is
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affected primarily by bit noise, while the FMAT252
data has other sources of noise that cannot be elim-
inated by curve-fitting. The FMAT252 accepts a
three-fold higher flow rate than the APP2003, so there
is likely more chemical noise in the FMAT252 signal.

The relative immunity to quantization error with
curve-fitting permits the IRMS to be run at lower
inlet flow rates, which effectively increases quantiza-
tion noise by decreasing the number of steps between
background and peak with relatively little influence
on chemical noise. The advantages of lower inlet
flow rates are a longer lifetime for the filament, and
reduced need for pumps and pumping capacity. These
benefits, plus the reduced need for expensive ADC
boards, should make high-precision GC–CIRMS
more amenable to portable and low-cost applica-
tions. In principle, statistical considerations define the
lower limits of flow rates. However, counting statis-
tics dictate that S.D. = 0.5‰ requires 6 pmol of CO2
to the source for a typical continuous flow IRMS
(E = 5000), and GC–CIRMS applications usually
work well above this limit. Thus, modestly lower res-
olution and inlet flow rates should not significantly
affect performance, so long as appropriate integration
techniques are used.

4. Conclusions

Data reduction using curve-fitting is more robust
than the conventional summation method in the pres-
ence of even modest levels of quantization error. Us-
ing data obtained on high precision digitizers, the
curve-fitting algorithm required several-fold less CO2
to reach benchmarks of high precision (S.D. = 0.3,
0.6, and 1.0‰) at any of the three simulated board
depths (12, 14, or 16 bits). The poor performance of
the summation algorithm was particularly noticeable
at the 12-bit resolution, where S.D.<1.0‰ could not
be reached even at the maximum injection size al-
lowed by the dynamic range of the Faraday cups. We

have derived an expression that describes the influ-
ence of quantization noise on isotope ratios calculated
from raw IRMS data, and shown that it accurately
predicts the lower limit of precision. Our theoretical
treatment assumes that quantization error is uncorre-
lated between them/z = 44 and 45 signals, and is
appropriate for any data reduction algorithm that uses
single points on either side of the peak to describe the
background.

Curve-fitting substantially improved precision on
GC–CIRMS data collected by an instrument with
16-bit digitizers. The summation algorithm required
15 nmol of CO2 on-column to achieve a precision
of S.D. = 0.3‰, while curve-fitting required only
0.76 nmol. Thus, IRMS with 16-bit ADC boards
achieved high precision for less than 1 nmol of C on
column, a common benchmark for GC–CIRMS appli-
cations, despite using 16-bit ADC boards. Lower inlet
flow rates, enabling reduced pumping requirements,
may be an important advantage in some applications.
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